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I.  Introduction

Obtaining the moduli from x-ray scattering was accomplished by fitting the measured x-ray scattering intensity data to the predictions of an elastic model for the fluctuations using a non-linear least squares software program (NFIT).  Before 2014 the fluctuation model was the Helfrich model Helfrich, 1973()
 that for our experiments involved the lipid specific bending modulus KC and the bulk modulus B.  Since then, the analysis has been refined to also include a tilt modulus KJablin et al., 2014()
. This refinement is fully documented Jablin, 2015()
, but few data were treated there. This document summarizes additional tests and explains how the program was used to analyze data taken since 2003. 
As emphasized in the paper, the greatest uncertainty in the values of the elastic moduli KC and K comes from different samples of the same lipid.  Despite much effort to track down the causes, this uncertainty has remained undetermined.  There are also uncertainties that arise from experimental conditions and choices that are made in the analysis procedure.  This document describes these uncertainties and estimates are given for their effect on the values of the KC and K moduli. 

II.  Primary Parameters (PP) 
The primary parameters (PP) are the elastic moduli that are determined for each sample: 

· KC - the bending modulus

· K - the tilt modulus

· B -  the bulk modulus

The B modulus relates to the interaction between bilayers in the stack, and therefore depends strongly upon the lamellar repeat spacing D Petrache et al., 1998()
.  Although the value of B is as important as KC for obtaining a good fit to the data, B is not a focus in this study, so uncertainty in its value due to other uncertainties will not be discussed.   

III.  Method of Determining Uncertainties

a.  Primary parameters.  Given an exposure for a given sample, the intensity was first fit to obtain the best values of the PP while fixing the values of all the other parameters.  The relative uncertainty in each parameter was then assessed by constraining it to 2-4 different values of P centered around its best value Pbest to obtain 2(P) - 2(Pbest) ~ CP[(P-Pbest)/Pbest]2, where larger CP implies less uncertainty. Fig. S1 shows that the relative fitting uncertainty is larger for K than for KC.  
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Fig. S1.  Relative uncertainties in determination of various parameters for each set of data from the fitting program alone.  (Absolute uncertainties depend upon how one estimates the number of independent data points.) The 2 values come from fixing the parameter in question and allowing all other parameters to fit. The horizontal axis is mostly linear in P – Pbest, although the log dependence shown here makes the fits more quadratic with smaller values of the cubic coefficient. Larger values of b mean smaller fitting uncertainty.  Therefore, KC is better determined than K and the ‘at’ parameter, described later, is very poorly determined as is the domain size L. The value of the repeat spacing D is tightly constrained, although in this case other parameters were also fixed.

Even more important than estimating the relative uncertainties in fitting the PP is to determine the uncertainty in the values of the PP due to the uncertainties in the other fixed parameters described below.  This was accomplished for each fixed parameter by obtaining the values of the PP when the fixed parameter was set to each of its outer limits.  

IV.  Other parameters used in NFIT
We begin by describing parameters that were determined by and measured for each experimental setup.  Values varied with the setup for each year.  Average values are given with typical experimentally determined uncertainties: 
E1.  Wavelength :  Uncertainty for each sample was ±0.001 Å.  was different in different synchrotron (CHESS) runs, but was in the range 1.17-1.19 Å except for 2015 when it was 1.108 Å.
E2.  Energy dispersion, E/E ~ 0.013±0.003, but varied in different years due to different multilayer monochromators.
E3.  Beam divergences varied for different years: typical divx ~ 1x10-4 rad and divz ~ 2x10-4 rad with ~0.5x10-4 uncertainties.
E4.  Sample to detector distance, typically S ~ 270±0.1 mm.
E5.  Pixel size p ~ 0.07113 mm after 2006, 0.04719 mm before.
E6.  Sample absorption length ~ 2.6±0.05 mm (3.08 mm in 2015).
E7.  Beam width ~ 3±0.5p after 2006, ~ 5p before.
E8.Background noise was determined to within 5%.
E9.  Index of refraction of hydrated stacks was 0.999997-0.999998.
Within their uncertainties, variations in these En parameters have negligible effect on the PP values as determined by refitting the PP with modified fixed values of these En parameters, so these are ‘safe’ parameters.
There awre parameters associated with the samples and the CCD detector.

S1.  The angle that the meridian made with the z-axis of the CCD differed for each sample.  It was easily determined and the image was rotated to align the CCD axis and the meridian. The uncertainty of ~ 0.002 radian had negligible effect on the PP.  

S2.  Location of the meridian pxmer was sensitive.  Varying pxmer by ±1 pixel affected PP by ~ 5%, but the uncertainty in pxmer is smaller than 0.5 pixels.

S3.  Length of sample along the beam direction Ls~5±1mm doesn’t affect PP.
S4.  D spacing was obtained from orders h=1 and h=2.  Higher orders were not used as they were weak and affected by strong diffuse scatter.  Uncertainty in D was about 0.4 Å when there was one well equilibrated D spacing.  It was larger when the sample clearly had not equilibrated to a single sharp D spacing.  Uncertainty in D had 2% effect on Kc, 4% on K.
S5. Mosaic spread w has been thoroughly characterized for some of our samples Nagle et al., 2016()
.  One could consider making corrections to the PP, but they would be small, so none were made in this study. 

There are also parameters associated with the sample for which there was no direct experimental evaluation.  

Z1.  Correlation lengths of domains.  Correlation lengths L and M of domains in the sample only affect PP if they are shorter than the coherence lengths of the beam, which are typically LC ~ 6000 Å transversely (roughly in-plane) and MC~800 Å longitudinally (roughly out-of-plane) Jablin, 2015()
, as obtained from the measured divergences and energy dispersion.  Allowing domain size L to fit finds a small L ~ 300 Å and this increases KC substantially ~ 10-15%.  However, L is itself quite poorly determined (Fig. S1).  Therefore, following Jablin, 2015()
 L has been removed from consideration by fixing it to 50000 Å, much larger than the coherence length.  M is even more problematic by not finding a best fitted value. It has generally been fixed to a large value M=6000 Å, but there was little difference compared to fixing it at M=600 Å.  Smaller M reduces KC, so freeing L and M together has less effect than freeing L alone.
Z2.  Molecular short range in-plane cutoff ‘at’ Jablin, 2015()
.  For the Helfich model, Kc was insensitive to the value of ‘at’, but the PP become sensitive to ‘at’ when tilt is being fitted.  However, uncertainty in ‘at’ was relatively large (Fig. S1.) and its effect on the PP was small, so many results have just been obtained for ‘at’ =15, which is in the range of the best fits.  
Finally, there were choices regarding which data to include in the fitting and how the background was treated.  

B1.  Background treatment.  In recent years a better way to obtain the background due to the beamline setup has been employed.  However, this does not account for the fact that there is an isotropic background for large total q due to water in the sample.  One way to treat this is to include a constant parameter (‘cz’) for each value of qz in addition to the amplitude that accounts for the qz dependence of the form factor.  Another treatment is to interpolate (‘in’) the intensity from data with large |qr| where diffuse intensity vanishes according to the model.  Yet another treatment (‘in/cz’) employs interpolation first and then the cz parameter.  The fits and the values of the parameters are typically similar for the ‘cz’method and the ‘in/cz’ method, so results from the pure ‘cz’ method were not considered further.  For DMPC the average KC values determined using the ‘in’ background were 0.90±0.06 times as large as those determined using the ‘in/cz’ background. Correspondingly, the average K value was 1.15±0.22 times larger.  For DOPC the average KC value was 1.001±0.028 times larger for ‘in’ vs. ‘in/cz’ and the average Kvalue was 1.014±0.21 times larger, so cz vs. no cz made negligible difference for DOPC, but not for DMPC.  The ‘in’ background with no cz parameter gives fits that are clearly better for the largest qr, but poorer overall than those given by the ‘in/cz’ background.  Uncertain as to which criterion is better, the values of the moduli given in the tables are the averages obtained from the two methods.  

B2.  Location of the fitting boxes.  Specular reflection from the Si substrate adds intensity near the meridian (qr=0) which is difficult to model, so the fitting was constrained to qr > 0.01 Å-1.  The diffuse scattering intensity typically became negligible for qr > 0.2 Å-1, which set the upper limit in the qr direction.  In the other direction, the strongest diffuse scattering typically occurred for qz < 0.6 Å-1 in three subregions, designated as lobes.  For most lipids, lobe 1 included the very intense h=1 and h=2 peaks that had to be attenuated in order to employ a long enough exposure time to obtain good statistics for the diffuse intensity.  Also, any mosaicity produced sharp rings from these peaks that distorted the diffuse scattering.  For these reasons, lobe 1 was typically not used to obtain the PP. (However, the part of the 1st lobe with qz > 4/D can be used to obtain the form factor for structural studies Liu, 2003()
.)  The lower fitting box in Fig. 1 in the main paper included the diffuse scattering intensity in lobe 2, which typically included broadened h=3 and h=4 peaks.  In this study, only data above h=3 (qz > 6/D) were used to avoid any mosaic spread from h=3, although differences in values of the PP were small when the entire lobe 2 was included in the lower fitting box in Fig. 1.  The upper fitting box in Fig. 1 contained the off-specular diffuse scattering in lobe 3; this lobe would have included h=5, but this order was typically very highly broadened. A gap in qz was left between the lower and upper boxes where the diffuse scattering intensity was very small.  When data in this region were included, the fits in this region were poor, as discussed by Jablin, 2015()
, but because their intensities are so small, their inclusion did not change the values of the PP significantly. Because their inclusion added to the running time of the fit, these weak gap data were excluded from routine fitting.  The fitting regions typically included roughly 0.3 Å-1 < qr < 0.42 Å-1 and 0.48 Å-1 < qr < 0.58 Å-1 depending upon the lipid.
There is an important point regarding the uncertainties induced in the PP values due to the uncertainties in most of the above quantities.  When applied systematically, these uncertainties generally move the PP values in the same direction for all lipids.  This means that the relative values of the moduli for the different lipids would remain much the same even if a different analysis protocol were adopted. This is clearly the case for the E and S parameters (S5 being a possible exception), which are not very ‘dangerous’ in any case.  For obtaining KC, the most dangerous parameter is L in Z1.  If L is deemed to be small for all samples, then KC will become larger for all samples.  Of course, L may be different for different samples, and even for different locations on the same sample, but the large uncertainty in the best value of L renders it impractical to consider this.  Nevertheless, the overall effect of allowing L to fit would be to raise KC.  The most dangerous parameter for K is ‘at’ as both K and ‘at’ affect the large qr intensity, with larger ‘at’ correlated with smaller K.  As the uncertainty in finding the best ‘at’ is so large, the main results used at=15.   For most samples, free ‘at’ didn’t change KC much.  

V.  Uncertainties in the data and the goodness of the fits.

The fitting program NFIT minimizes the sum over all pixels i of the square of the residuals divided by the estimated uncertainty i2 for the ith pixel.  Of course, i2 is larger when the intensity is larger, but the intensity output from the CCD does not record individual photons.  Also, the intensity analyzed comes from an image that was rotated to assure that the meridian was not tilted and such a rotation smoothes the image.  We fit typical data in regions with intensity that was smoothly varying with similar overall intensity IS and found that the noise level behaved as i2 ~ 0.25 IS.  Of course, when background was first subtracted, an additional constant was also added to i2.  
As beam intensity and data collection have improved over the years, the reduced 2 has tended to increase as one would expect if the model were not perfect.  Of course, adding the tilt degree of freedom decreases 2, more so when smaller values of Kwere obtained.  Nevertheless, the values of 2 generally exceed 2.  A more detailed view of the fit is provided in Figure S2.  Consistent with the overall 2 = 2.37, a considerable fraction of the pixels i in Fig. S2 have scaled residuals (defined as sri = residuali/i) that exceed 2.  Figure S2 also emphasizes that the signs of the scaled residuals are not random, but are bunched in coherent regions, which is another indication that the model is not perfect.  Of course, this is not unexpected as the model employs the harmonic approximation for all degrees of freedom whereas real materials have non-harmonic forces.
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Figure S2.  The two fitting boxes, outlined by blue lines, contain red, black and white pixels.  The completely black strip in the middle and the border with green and red pixels were not fit.  The color code for the scaled residuals sri = residuali/i in the fitting boxes is red (sri < -2), black (-2 < sri < +2) and white (sri > +2).  The intensities in the border are the original unfittted intensities, red is negative, white is positive and green is very positive; from left to right in the border, the strong diffuse intensity decays to an average of zero.  The qr=0 meridian is at horizontal pixel 479.  A difference of 100 pixels in either direction corresponds to approximately 0.1 Å-1.  The h=3 order (not apparent) is located just below the lower fitting box as shown in Fig. 1 in the main paper.
The deviations of the fit from ideality are emphasized in Fig. S2.  It is also important to emphasize that the model fits quite well overall as indicated in Figure S3.  Panel (d) in Fig. S3 shows that the fit is relatively poorer for the weaker intensities near the bottom of the upper fitting box.  In panel (c) there is also a discernable region of positive residuals centered at pr =570 that is typical of the fits for many lipids. Nevertheless, with only three adjustable primary parameters, the harmonic continuum model fits rather well to a large amount of data with a large dynamic range.
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                     (a)  h=3.07                                                 (b)  h=3.61
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                     (c)  h=4.14                                                    (d)  h=4.78
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                         (e)  h=5.20                                                     (f)   h=5.63
Figure S3.  Intensity vs. qr where qr ranges from 0.01 Å-1 to 0.2 Å-1.  Each panel is for one specific value of qz indicated in the panel legends by the value h = qzD/2 which is an integer for peaks. The blue circles show the data and the red line shows the fit.  The sample was DOPC with D=63.5 Å.  As has been noted before, the effective width of the decay of the diffuse intensity versus qr gradually increases with increasing h, but with a modulation consisting of smaller widths near integer values of h and larger widths near half integer values Lyatskaya et al., 2001()
.   The scale for the intensities is greater by a factor of 2 for panels (a) and (b) than for the other panels.
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� Mosaic spread w can only be roughly estimated from rotation exposures.  Comparison of the typical rotation data with rotation data for which mosaicity was accurately measured using a full analysis (Nagle et al., 2016) indicates that w was typically less than 0.5 degrees, usually much less.  An estimate of the effect of mosaic spread on the PP was made as follows.  Starting with a DOPC exposure for a sample with nearly zero w, emulated data with mosaicity w were created by adding systematically rotated data according to a Lorentzian distribution.   The results from NFIT indicate a small decrease in KC (~10%/degree) with increasing w.  
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